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The object of this note is to consider the problem of obtaining the explicit 
representations for polynomials of interpolation in the (0,2,3) case as explained 
in the introduction. We also show that Dini-Lipschitz condition suffices for 
the convergence problem, both in this and in the general result of Kis. 

1. Introduction. In [2], we have considered the problem of finding explicit 
representation for polynomials Rn(z) of degree __< 2n - 1 which take, together 
with their third derivatives, certain preassigned values in the n%oots  of unity and 
the corresponding convergence problem. We call this the (0, 3) case and refer to [1] 
for references and notation. The object of this note is mainly to consider the 
(0,2,3) case, but the method is capable of dealing with any lacunary case, e.g. 
(O,r,r+k). Earlier, O. Kis [1] has already treated the (0,2), (0,1,3) and 
( 0 , 1 , . . . , r - 2 , r )  cases in the roots of unity. However, to prove uniform con- 
vergence of his interpolatory polynomials in the two cases (0,2) and (0,1,3), 
he considers functions analytic inside the unit circle and continuous on the peri- 
phery, and the result in case (0, 2) differs from that in case (0,1, 3) by the require- 
ment of a weaker condition on the modulus of continuity to(tS) on the unit circle. 
To be precise, he requires lim~_.oCO(f)log2 6 = 0. We shall show that this stronger 
requirement is not necessary and that the Dini-Lipschitz condition suffices. 

In §2, we give the explicit form of the interpolatory polynomials in the (0, 2, 3) 
ease. §3 deals with the convergence problem. ~4 is devoted to obtaining different 
forms for interpolatory polynomials in the (0,1,3) case and to improvement of the 
theorem 4, of Kis [1]. 

Our method shows, although we do not do so explicitly, that the Dini-Lipschitz 
condition on to(6) is sufficient for uniform convergence of interpolatory poly- 
nomials in any lacunary case - (0,r, r + k) for example. 

2. (0, 2, 3) case. We shall prove the following: 
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TrmOl~M 1. I f  z A ffi exp(2nik/n), (k = 1,2, ...,n) then the unique polynomial 
R.(z) of degree <= 3n - 1 for  which 

O) R , ( z , )  = ~ , ,  R : ( z , )  ffi ~ , ,  ~ ' ; : ( z , )  = r ,  

(v= 1,2,. . . ,n) 
is given by 

(2) R,.(z) = ~ lat6A,,o(Z)+ ~ fl,A,,2(z)+ ~ v6A6,a(z) 
k= , l  t = l  6=1  

where 

(3) At.o(Z) = 16(z) - ( z " -  1)[Pt.o(Z) + zaQh.o(Z)] 

as,.,,(z) (z" - 1) [e~.,(z) + z "Q~.,,(z)], m = 2 , 3  

| 

C~,o(U) = 2-~n2[u'tg')(u) + 2(n + 2)u'l;(u) + (n+ 1)(n + 2)t;~(u)] 

g2 
(6) Gk.2(u) = - ~ " ~/n2 [3u It(u) + 3(n - 1)ul[(u) + (n - 1)(n - 2)It(u)] 

3 

= ~{2ul'~(u) + (n - I) l~(u)}. Gt,3(u) 

Here as usual l~(u) denotes the fundamental polynomial of Lagrange interpolation 
and is given by 

16(u) = (u* - 1) z6/n(u - at), where z~= 1. 

and 

and P~,,.(z), Q~,,.(z),(m = 0,2, 3) are polynomials in z of degree ~_ n - 1 given by 

= -t")F,..(tz)d, 
(4) 

1 --fo z 3)/2~-#(I _ t2#)Gt,.(tz)dt Qt,.(z) = ~ t((2"- 

with fl = ~/3(34n 2 -  1) and formulas (5) and (6) giving the explicit forms for  
the polynomials Ft,,.(u), Gk,.,(u ) : 

' F~,o(U) = - 2--~[u'IP' (u) + 2(3n + 2) u~t?(u) + (n + I)(7n + 2)u21;~(u)] 

2 
(5) Fs,2(u ) = 2~213U21](u) + 3(3n - 1)ul:,(u) + (n - l)(7n - 2) It(u)] 

3 

F~,3(u) -- - ~ {2ul'k(u) + (3n - 1) Ik (u)}  
gt r / -  



1964] 

(7) 

L A C U N A R Y  I N T E R P O L A T I O N  IN T H E  R O O T S  O F  U N I T Y  

Proof. (a) Since At j ( z ) ,  (i = 0,2,3) satisfy the conditions 

1, Ak,o(zO ffi o, m = 2 ,  
V k 

Ak,o(Z,) = O, v ~ k;  t,.~ 3 

(8) ¢'~ ,, { 1, v=  k 
Ak.2(zv) -- 0, m = 0,3; At,2(zv)-- 0, v~:k 

" l! 0,1' v - - k  (9) A~,](z,) -- O, r e = O , 2 ;  At,a(z,)  = 
v ~ k  

we set 
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(10) 

where we have simplified the expressions, keeping in mind 

z~ = 1,(v = 1,2,...,n). Setting r 2 , . l ( z  ) = P(z)  + z"Q{z) 

where P, Q are polynomials of degree < n - 1, we have 

2 n 2 . , ,  , z~r2n-l(Zv) = zv[P (zO + Q (zff] + 2nzvQ (z~) + n(n - 1)Q(z0. 

From (10) we have, on substituting these there, 2n conditions in Z~ which give 
after simplification 

(11) (2zD + n - l )P(z) + (2zD + 3n - 1) Q(z)  + Z.2l'~(z) = 0 
n 

and 

(12) 

since each of the expressions on the left are polynomials of degree < n - 1 which 
vanish in n points. Here D =- d/dz.  

Differentiating (11), multiplying by (3z/2) and subtracting from (11), we have 

(13, {3(n~ 3 _ _ _ _ _ ) z D + ( n _ l ) ( n _ 2  ) } P(z) + {3(3 7 3 ) z D + ( n - 1 ) ( 7 n - 2 ) } Q ( z )  

Z 3 -- +L 3 z  2 
n 

{3z2D 2 + 3(n - 1)zD + (n - l)(n -2 )}P (z )+  
z 3 

-}- {3z2D 2 + 3(3n - 1)zD + (n - 1)(7n - 2)} Q(z) + --~-l't"(z) = 0 

l 2 #  
2 n z v r 2 . _ l ( z v )  + n ( n  - -  1)r2n_~(Zv)  + z v l k ( z v )  = 0 

2 .  i 
3 n Z  v r2n_  l(Zv) - I - 3 ( n  - l ) n z v r 2 n _  l (Zv)  -4- n ( ~  - l ) ( n  - 2)  r2n_  l ( zv )  

3 t# = - z , l  k (z~), (v = 1,2,...,n) 

Ak.o(Z) = Ik(Z) + (Z" -- 1) r2,_l(z) 

where r2,- l(z) is a polynomial of degree _< 2n - 1. Then from (7) it follows that 
r2 - l(z) satisfies the 2n conditions 
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It is easy to vcrify that operators azD + p and ?zD + ~ are commutative when 
~, p, ?, 6 are constants. Then we have from (11) and (13) after some simplification, 

the following differential equation for P(z): 

[3z2D 2 + 6nzD + (n - 1)(2n - 1)] P(z) = F~o,(Z) 

where Fk,o(Z)is given in (5). Substituting z= e t and  setting 0 ,= (d/dO, we have 

[302 + 3(2n - 1)0 + (n - 1)(2n - 1)] y = Fk,o(e') 

Since the roots of the auxiliary equation are ~ -t- ~ where • = - (2n - 1)/2 and 
/~ = ~x/3(4n 2 - 1) we have after a change of  variable 

P(z) = ~ f o  ( u ) ( ( 2 " - ' ) / 2 ) s i n h ( / / l ° g Z )  F ' ' ° ( u ) ' ~  

which on simplification gives (4) for m = 0. 
Similarly the differential equation for Q(z) is found to be 

[302 + 3(2n - 1)0 + (n - 1)(2n - 1)] Q._ l(e') •. a,.o(e) 
where G~.o(U) is given by (6). This completes the proof  of  formula (4) for m ffi 0. 

(b) Set Ak,2(z)= (z"--1)s2._ l(z) where s2 . -a (z )=  R(z) + z"S(z), R, S being 
each polynomials of degree < n - 1. Then (8) leads as in (a) to the differential 
equations 

2 
(14) (2zD + n - 1)R(z) + (2zD + 3n - 1)S(z) = ~lk(z) 

2 • = - 3zkzlk(z)/2n 

Then from (14) and (15) we get the differential equation for R(z): 

[3z2D 2 + 6nzD + (n - 1)(2n - 1)JR(z) = Fk,2(z) 

where F~,e(z) is given by (5). Similarly S(z) satisfies a similar differential equation 
with the right side replaced by Gk,2(z) as given by (6). 

This completes the proof  of  (4) for m = 2. 
(c) Setting Ak.a(Z ) = (Z n -  1)t2.- l(z)  where tZn-l(Z) ---- T(z) "Jr z"v~d'(z), T ,q /  

being polynomials of degree < n - 1, we get as in (a) and (b), the following: 

(16) (2zD + n - 1) T(z)  + (2zD + 3n - 1) q/(z) = 0 

(17) { ~ z D + ( . - 1 ) ( n - 2 ) }  T(z)+ {3(3 2 -  3)zD+(n-1) (7 . -2 ) }  ql(z) 

n 
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Here, as in (a) and (b), we get (4) for m = 3. 

3. Convergence Problem. We shall now prove the following theorem: 

TrmOREM 2. Let f (z)  be analytic in I~1 < 1 a . d  co.tinuous for  I~1 =< 1. Let 
6o(6) be the modulus of continuity of f(expix),  (0 <<- x < 2n). If  

(18) lira ~(6)1og6 = 0 
8--*0 

and if 

(19) ~k=o(n2/logn), 7k= o(n3/logn), k= 1,2,. . . ,n 

then the polynomial 

R.(z) = ~ /(z,)A,.o(,) + ~ #,A,.2(z) + Z y~A,.,(,) 
kff i l  k = l  k*:l  

where A~,.(z)(m = 0, 2, 3) are given by (3), converges uniformly to f (z) in I zl < 1. 

We shall require the following: 
LEM~ 1. For lz[< 1, 

(20) E IA~,o(Z)l ~ 169(3 + logn) 
k = l  

128 (21) E 1a,,~(z) l -< ~ ( 3  + logn) 
k = l  

" 4 0  (22) E IA~.3(z) l =< ~(3 + logn). 
k = l  

We shall use the known estimate I'1] 

f: II,(z)1 < 3 + logn, I~1 -< 1. 
k = l  

Also for l ul ~ 1, this easily gives by a simple device and on applying Bernstein's 
inequality, 

I I~ ' ) (u) l~n' (3+logn) ,  m =  1,2,3,... ,  
k = l  

Now we have from (3), for I z I < 1 

IA,.o(z)l Z E II~(z)l + 2 ~ IP~.o(Z)l + 2 E I Q,.o(z)l 
k = l  k = l  k = l  I~=1 

IAk..(z)l~2 ~ IP,..(z)l +2 ~ 1~2,..(z)1. 
k=l k=l Ik=l 

m =2,3. 
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Also from (4), we have for [z [ < 1, 

k = l  

~O n 1 ltt(za_3)/2)_~max ~ ]Ft.o(u)ldt. 

and from (5), 
B 

IF,,oCu) l 
k = l  

R 

< ~_~1 k=t ~ l~')(u)l + 2(3n + 2) ~=~ ~" 117(u)l + Cn + 1)(7n + 2)/,=, E II~(u)l 

1 4 _-< ~n2[n + 2n3(3n + 2) + n2(n + 1)(7n + 2)](3 + logn) 

= -~(3 + log n). 

1 f~ t ((zs- 3/2)-#dt < ~ so that we have It i s easy to check that -~fl 

IP,.o(Z)l <ffi 58(3 + iogn). 
k = 1  

Similarly, 
n 

I Qt,o(Z)l <= 26(3 + logn) 
k = l  

This enables us to obtain (20). 

Now from (5) it is easy to see that for [ u ] <~ 1, 

]~ [Ft,z(u)l =< 11(3 + logn) 
k=l 

]F~,3(u)] ~ 3(3 +logn) 
k f f i l  

and from (6), it follows that for [u ] < 1, 

]~ [Gt,2(u)[ _~ 5(3 + logn) 
k f l  

[ Gt.3(u) ] ~ 2 ( 3  + Iogn). 
k f f i l  
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Then for l z I -~ 1 we have 

" 44 Y. IP,.~(z)l < (3+log,,), 20 I Q~,~(z) l ~ ~(3  + log n) 
k = l  

Sincefrom(3) 
/t n 

]~ IAk,=(z)l___2 Z Ip~..(z)l+2~ IQ~,.(z)l, l z l~ l ,  m=2,3 
k - ' - I  k = l  - 1  

we at once get (21) and (22). 

Proof of Theorem 2. The proof of Theorem 2 is now very easy. We consider 
F,(z) ,  the Jackson means, and use the following estimates for them [1]: 

(23) If(exp ix) - F,(exp ix) I < 6to(l/n) 

(24) ]F~')(z)l <= lO(2n)'w (~) 
Then 

f ( z )  -- R , ( z )  = f ( z )  - F , ( z )  + F , ( z )  - R , ( z )  

= f(z) - F,(z) + Y, (F,(zD -f(zD)a,.o(Z) 
k = l  

+ 
I 

Z (r,(zD - #Da~,2(z) 
k = l  

+ Z (Fn(zD- rDAk 3(z) 
k = l  

so that using the estimates obtained above we have 

I f ( z ) - R , ( z ) [  <= 6to ( 1 ) + & o ( 1 )  

+ {40n2t 0 ( 1 ) + o  

+ 

which proves the theorem. 

x 169(3 + logn) 

(3 + log n) 

(l '~gn) } 4 0 ( 3 + l ° g n ) = ° ( 1 )  

4. (0,1,3) case. We now return to the case already treated by Kis, [1] for 
reasons explained in the introduction. Our purpose is to sketch a proof of the 
following theorem: 

~-~(3+logn), ~ [Q~.3(z)l~ (3+logn). 
/ t = l  k = l  
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THEOREM 3. I f f ( z )  is analytic in Izl < t, continuous in I~1 < t, ,o(O being 
the modulus of continuity of f (exp  ix), o <- x < 21t and if 

lim co(6) log t5 = 0 
~ 0  

~k = o , flk = O , k = l , 2 , . . . , n  

then the polynomial 

R.<z) = ~. f<z,)B,.o<,) + :r. ,:,.:z) + :r. m,.,(,) 
k=l k=l k=l  

converges uniformly to f ( z )  in I zl_<_ t. 

In order to prove this we shall have to find suitable forms for Bk,,.(z), m = 0,1,3, 
different from those obtained by O. Kis [1]. In view of the proof of Theorem 1 
given above, we shall state without proof the following forms of the fundamental 
polynomials Bk,m(Z), m = 0,1,3 : 

(23) 

where 

Bk,o(Z) 

Bk,.(z) 
= It(z) + (z" - 1) [R,,o(Z) + z"Sk,o(Z)] 

= (z" - 1){Rk,.(z) + z"Sk , . ( z ) } ,  m = 1, 3 

(24) 

and 

I Rk,o(Z) = 1 z l ~ ( z )  - -  Sk,o(Z) 
1 

Rk, l (z )  n Z d ~ ( z )  -- Sk, l (z)  

Rk,3(z) - -  S~,3(z) 

(25) 

{ ' } 1 zt_ . t,_ 2 2 3 , .  2 .  . n - 1  , dt Sk,o(Z) = ~ -~t  l~ (t) + (n + 1)t lk(t).+ ~ t l k ( t )  

St,l(Z ) ---- fZ Zk z l - n  tn-2  
2n2 J o 

{ t21~(t) + (n - 1) tl~(t) + 

4 (n-1)(n3 - 2 )  lt(t ) } d t  

s,3 z)=  z:z, . f" o,. 
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From these forms one easily formulates the following Lemma: 

LE~IA 2. 

H 

[ B~,o(Z) [ = 0 (log n) 
k = l  

I = O ( l o g n / n ' ) ,  m = 1,3 
k=l 

The proof of Theorem 3 now follows exactly the same lines as in Theorem 2. 
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